
Virtual Environment



Challenges beyond pip and conda

1. Python version
2. CUDA version
3. Linux kernel version
4. Incompatible package version
5. …

This happens a lot when you reproduce 
the codebase from prior work.

Exhausted when solving all these? Why 
not make the whole challenge 
disappear!



Docker (My Workflow)

Docker is is an open-source platform that 
automates the deployment of applications 
inside software containers

1. Select an docker image with suitable
a. Linux Version
b. CUDA version
c. System-level packages
d. Python packages (torch+cuda)



Docker (My Workflow)

Docker is is an open-source platform that 
automates the deployment of applications 
inside software containers

2. Pull the image to the local machine.

3. Create the container and link local 
folders to folders within the container.

Now only the change on the selected 
folders will be projected back to outside.



Docker (My Workflow)

4. (advanced) understand docker 
image.

Docker images are stacked, that means 
for example:

Layer 1-6 are for ubuntu 22.04;

Layer 7-11 are for cuda;

Layer 12-14 are for python packages;

Later installations are based on top of the 
previous ones.



Docker (My Workflow)

5. (advanced) customize docker image.

Since you cannot always find a nice 
image which meets all of the 
requirements, I usually customize my own 
image on top of a simple base image:

nvidia/cuda, of which you can select from 
all combinations of CUDA version X linux 
kernel version.

But there is nothing else in the image.



Docker (My Workflow)

6. (advanced) build docker image.

a. Choose a base image
b. Update ubuntu and install 

packages



Docker (My Workflow)

6. (advanced) build docker image.

a. Choose a base image
b. Update ubuntu and install 

packages (git, ffmpeg, zsh, fish, 
etc.)

c. Install Anaconda (or mamba)
d. Install python packages

Everytime I start a new subproject, I just 
run my customized image and do 
everything inside container.



Docker (My Workflow)

The major disadvantage of docker is the 
requirement of SUDO permission, which 
means basically it cannot be deployed to 
cluster.

But by using the same ENV on the cluster 
in a docker image we can avoid some 
debugging due to transformation, and 
export the package list then reinstall them 
on cluster.



Virtual Environment (Summary)

1. I use Docker, but other softwares are also good
2. Pull the docker image from online or customize your own docker image that completely 

meets the requirement
3. Run the image to create the container, and do everything in the container, keep your local 

environment clean and tidy.
4. Wrap-up the whole project simply, then either transfer to cluster or archive it.

Docker is way more than that (might took several weeks to learn), but for our research purpose 
the above steps are already enough.

This will only take you 20 minutes to copy-and-do, and another 2 to 3 hours to understand.

And after that, experiments becomes 5x easier and well-organized.



Random opinions



Things that I’m passionate about

- tmux rather than screen for multiplexing and preventing any issues coming 
from connection dropping

- (screen also work but not as pretty imho)
- the fish shell has nice autocompletions built-in

- (it’s non POSIX compatible not a perfect drop-in replacement for bash/zsh but it’s not too bad)



My very own Roman empire

- mamba is *really* nice and fast at 
solving environments and works just 
like conda

- (if you don’t wanna make the switch you can 
just use mamba’s solver in conda)

From https://towardsdatascience.com/conda-too-slow-try-mamba-c29faf1e64cc

10x faster!

https://www.anaconda.com/blog/a-faster-conda-for-a-growing-community

