
Thematic session

Paper presentation: Group4



Wangyuan Ding



Large Language Models

Large Language Models (LLMs) are dominating 
current research in natural language processing and 
extending to more other modalities (images, video, 
speech).

However, LLMs are heavily data-driven, and building 
an LLM from scratch requires access to enormous 
computational resources to process ever larger 
amounts of data and train models, the size of which 
now exceeds four hundred billion parameters. 
Extending to other modalities even need more 
(synthetic data).  Scaling law is inevitably hitting the 
limit.

Open source: 

Llama

Mistral

Bloom

Falcon

Close source:

Gemini

GPT

Claude.



Token-Free LLMs

LLMs, despite different model architecture and 
performance, are mostly based on Transformer 
decoder-only architecture, pre-trained on next token 
prediction task.

However, all current LLMs miss a crucial 
characteristic of human intelligence: explicit 
reasoning and planning at multiple levels of 
abstraction. The human brain does not operate at 
the word level only.

Imagine a researcher giving a fifteen-minute talk. 

In such a situation, researchers do not usually 
prepare detailed speeches by writing out every 
single word they will pronounce. Instead, they 
outline a flow of higher-level ideas they want to 
communicate. 

Should they give the same talk multiple times, the 
actual words being spoken may differ, the talk could 
even be given in different languages, but the flow of 
higher-level abstract ideas will remain the same.



Large Concept Models

The input is first segmented into 
sentences, and each one is 
encoded to achieve a sequence of 
concepts, i.e., sentence 
embeddings. 
This sequence of concepts is then 
processed by the LCM to generate 
at the output a new sequence of 
concepts. 
Finally, the generated concepts are 
decoded into a sequence of 
subwords. The encoder and 
decoder are fixed and are not 
trained.



Large Concept Models

Core: concept-based understanding.

Hypothesis: Humans processing and generate language 
not based on single word (word-level), but rather higher 
level unit (phrases, sentences, even paragraph) and 
reason based on these.

Approach: (hierarchical) reasoning in an abstract 
embedding space, such as subword tokens, concepts, 
short description of a paragraph, and small section.

Concept: an abstract atomic idea. In practice, a concept 
would often correspond to a sentence in a text 
document, or an equivalent speech utterance.



Results: TL;DR

Long document generate and processing: Technical 
Writing, Long Document Summarization, Complex 
Story Generation.

Creativity in Generation: Creative Writing, 
Conversational AI.

Why: Better inference in concept space, more like 
human.

Better multilingual and multi-modal task 
performance: Multilingual translation, 
Cross-modality generation (text-to-speech, 
speech-to-text)

Cross-lingual knowledge: Multilingual Knowledge 
QA, Information retrieval in Low-resource languages

Why: model concept in a unified abstract semantic 
space, not depend on token distribution of a certain 
language.



Take Away

1. Concept is closer to the actual semantics compared to word or token, this reduce 
irrelevant signal from lower dimention, and focus on higher level semantics.

2. Modularity and extensibility: concept encoders and decoders can be independently 
developed and optimized without any competition or interference.

3. A concept can be translate to multiple languages or speech signal modality, no 
re-training or inference is needed.
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How to quantify memorization in CLIP?

The paper takes two models, f and g, where f is trained on the 
whole set S of image-text pairs, and g on S’ defined as S minus a 
single image-text pair. 

The paper defines a alignment score based on how close the 
image and text representations for a single datapoint and how 
distant they are from other unseen images or pieces of text.

Finally, they define a score named CLIPMem for an image-text pair 
based on the difference in alignment between the two models.



What does CLIP memorize?



In their experiments, they find that the memorization mostly happens within the text 
encoder, so they come up with some strategies for mitigation



Main takeaways

● We can define a score for memorization for multimodal 
models

● “CLIP highly memorizes data points with incorrect and 
imprecise captions, much like supervised models memorize 
mislabeled samples, but it also memorizes atypical 
examples”

● Memorization mostly happens in the text encoder - mitigating 
strategies can both reduce memorization and improve 
downstream accuracy
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Intro

- The diffusion reconstruction on real images can preserve the image content while leaving 
the fingerprint of the diffusion model on the output images. 

- These reconstructed images can serve as informative yet hard samples for detectors to 
learn the subtle differences between real and generated images.

- This paper proposes a novel training framework named Diffusion Reconstruction 
Contrastive Training (DRCT). 

- DRCT significantly improves the detection accuracy and generalization ability of 
diffusion-generated image detectors.



Diffusion Reconstruction Contrastive Training (DRCT)

DRCT consists of a reconstruction stage 
and a training stage:

1. Reconstruction stage: a large 
number of images are produced by 
reconstructing both real and 
generated image using selected 
diffusion models, which are then 
prepared for the training of the 
classifier. 

2. Training stage: 4 types of samples: 
real images, real reconstructed 
images, fake images, and fake 
reconstructed images, are used for 
computing the contrastive loss and 
the classification loss.



DRCT-2M Dataset
- Collection of 2 million images for training and evaluation. It consists of two parts: 

- Images automatically generated by diffusion-based models (prompts are derived from the MSCOCO) 
- Images collected from real-world scenarios (Midjourney and CIVITAI)

The DRCT-2M dataset involves 16 types of stable diffusion models, including LDM, SDv1.4, SDv1.5, SDv2, 
SDXL, SDXL-refiner, SD-Turbo, SDXL-Turbo, LCM-SDv1.5, LCM-SDXL, SDv1-Ctrl, SDv2-Ctrl, SDXL-Ctrl, 
SDv1-DR, SDv2-DR and SDXL-DR.

The prompt used for image generation is “A big burly grizzly bear is shown with grass in the background.” 



Some experimental details

Data: The compared methods are trained on the DRCT-2M dataset 
(utilizing real images from MSCOCO) and the GenImage.

Evaluation metric: Accuracy (ACC) as the metric to evaluate 
detection performance, using a threshold of 0.5.

Before DRCT After DRCT



Takeaways

- The paper proposes a universal framework - Diffusion Reconstruction Contrastive 
Training (DRCT), for enhancing the generalizability of existing methods for detecting 
diffusion-based generated images.

- While DRCT also boosts the detection accuracy for GAN-generated images, the 
improvement is not as significant. 

- This difference is mainly due to the unique generative artifacts produced by GANs 
versus those produced by diffusion-based methods - opportunity for future work :) 


