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Background –Multimodal Large Language Models (MLLMs) vs. Large Language Models 
(LLMs)

MLLMs are a superset of Large Language Models LLMs:
✅ They have the added ability to process and understand images, charts, tables, and figures.

✅ They typically use an LLM decoder as the backbone, should retain all text-based 
capabilities (includes reasoning) of LLMs.



Why MLLMs for Document Understanding?
📄 Documents are inherently multimodal—they combine text, charts, tables, and figures, where 
LLM struggle to extract insights from.

🌍 Documents represent knowledge across different domains with diverse formats – Scientific 
papers, financial reports, legal contracts, and medical records…

🚀 MLLMs unlock a new frontier in document retrieval, summarization, and comprehension 
by handling all these modalities simultaneously.

Scientific papers, slides, reports…



Main Paper Idea:
● Current document retrieval methods rely heavily on text extraction (OCR, parsing), neglecting 

visual cues.
● ColPali proposes a vision-based retrieval model that indexes document pages directly from 

images using Vision-Language Models (VLMs).
● Outcome: ColPali is faster, simpler, and more accurate than conventional retrieval systems.



How ColPali Works?

Multi-Vector Vision Embeddings:

● Uses PaliGemma-3B, a Vision-Language Model, to encode images and query  into multi-vector embeddings 

Late Interaction Mechanism:

● Inspired by ColBERT, performs fine-grained matching between query and document embeddings. 

End-to-End Training with Contrastive Learning:

● Trained on 118K query-page pairs (academic + synthetic datasets).



ViDoRe: A New Benchmark for Document Retrieval

Introduced in this paper to evaluate retrieval performance across:

● Different document types (academic, administrative, scientific).
● Multiple modalities (text, tables, infographics, figures).
● Various languages (English, French).
● Two evaluation categories:

○ Academic Tasks: Repurposed VQA datasets (e.g., DocVQA, InfoVQA, arXivQA).
○ Practical Tasks: Domain-specific retrieval benchmarks (e.g., government, healthcare, energy).





Take away message:

● ColPali simplifies and enhances document retrieval by leveraging Vision-Language 
Models (VLMs) t, eliminating the need for text extraction.

● ColPali also shows a way to MLLM application into different specific domains. This 
could go beyond retrieval to knowledge extraction, Forensic/Financial/Cultural industry 
document analysis, and AI-powered research assistants.
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Network visualization tools are becoming increasingly popular. How do users engage in the visual exploration 
of network data, which exploration strategies they employ, and how they prepare their data, define questions, 
and decide on visual mappings?



Study 1 - Researchers tracked users of the Vistorian logging 534 sessions to 
understand how it is being used.

Study 2 - Researchers collected qualitative during during a 6-week network 
exploration course by monitoring 36 participants. 50% without experience in 
network visualization.



- Missing Goals & Questions
✗ Choosing schemas and visualizations 

is difficult without specific goals and 
can lead to drill down fallacy.

✓ Sketching, and examples improved 
results.

- Preconceived Ideas & Mental 
Images / Deciding on a Network 
Structure
✗ Wrong preconceived about what a 

graph visualization is (e.g. exclusively 
a social network graph)

✓ Guided process to construct schemas 
and fast sketching.

Lee, Doris Jung-Lin, et al. "Avoiding drill-down fallacies with vispilot: Assisted exploration of 
data subsets." Proceedings of the 24th International Conference on Intelligent User 
Interfaces. 2019.



- Choosing The Right Level of 
Abstraction
✗ Choosing the wrong level of abstraction 

can lead to cluttered graphs.

✓ Transformation and aggregation 
strategies.

- Interpreting Visual Patterns in 
Visualization
✗ Understanding patterns in data is 

complex specially when interaction can 
lead to changes of visual patterns 
on-the-fly.

✓ Support multiple coordinated views, 
support for examples.

- Establish Trust in a Network 
Visualization
✗ Unfamiliar visualization (e.g. adjacency 

matrix) and misunderstanding provenance.

✓ Showing examples of use in credible 
sources (e.g.) journalism, explaining 
algorithms, explaining anti-patterns.

- Interpreting Visual Patterns in 
coordinated views, suppo
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